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ABSTRACT:

The GMPLS Lightwave Agile Switching Simulator (GLASS) is an extension of the Scalable
Simulation Framework Network (SSFNet) and provides the framework for optical components
and the GMPLS structure. GLASS also provides a set of protocols that are ready to use and that
gives a new user an idea about how to use this new framework and how to implement protocols.

This document contains a collection of the protocols that can be found in the GLASS simulator.
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1 INTRODUCTION

GLASS provides a set of protocols that have been implemented to test and validate the framework.
Protocols are @lled "ProtocolSession” in S Net. In the first part of this document you will find
charaderistics of the SSFNet protocol implementation. In the second part, you will find a set of
protocols using the GLASS framework and how to configure them. To illustrate this description, it

contains samples of DML files.

Borchert ¢ Pinel » Rouil — Draft 1.0 1
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2 PROTOCOLSESSIONIN SSFNET

This chapter introduces the oncepts of so called “ProtocolSesgon” in SSFNet. More detailed
information is pullished in the document “Protocol modeling with SSF.0S” [1].

To dart, the figure below shows the graphical concept of the classes ProtocolGraph,
ProtocolSession, ProtocolM essage, and PacketEvent.

Protocol Graph

ProtocolSession 1 Protocol Session 2

\/;tocol Message

Protocol Session 3

ProtocolMessage
v v

NIC NIC

P

packetEvent packetEvent

Figure 1: ProtocolGraph

The ProtocolGraph is the ntainer for all the protocols available in a node. This container
configures and initializes the protocols when running a simulation. There is no specific configuration
of agraph. The user can configure it in the DML file.

The ProtocolSession is the instance of the service running in a node (for example IP). It is
configurable viaDML file.

The ProtocolMessage is the aitity that is exchanged between two protocols via the method
push(ProtocolMessage msg, Protocol Session fromSession).

The PacketEvent is the entity used to exchange information between nodes. There is an easy
conversion done in the queues to map Protocol Message and PacketEvent.

In this document, there is no explanation on how to implement your protocol. To get this information,
look in the document [2].

Borchert ¢ Pinel » Rouil — Draft 1.0 2
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3 PROTOCOLSESSIONIN GLASS

This chapter presents a colledion of protocolsthat are implemented using the GLASSframework.

For eat subsection, there is a description of the protocol, its padkage, its configuration and also
examples of the @mnfiguration.

Borchert ¢ Pinel » Rouil — Draft 1.0
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3.1 THE PROTOCOL SIMPLE PROTOCOL

3.1.1 DESCRIPTION

The class SimpleProtocol is one of the first protocols implemented on the new framework. Its role
idea was to test and validate the behavior of the optical components. This protocol is stting on top of
the OXCSwitch [3] and does not need IP. It requests a light path by using the utilities in the padkage
gov.nist.antd.optical.util to a destination node and sends data. This protocol does not neel any
signaling to establish a lightpath.

3.1.2 PACKAGE AND RELATED CLASSES

The SimpleProtocol islocaed in the padage gov.nist.antd.merlin.protocol.sample.
The class SimpleProtocolHeader contains the implementation of the header of this protocol. This
classis locaed in the same padkage.

3.1.3 VERSION AND BUILD

This document refers to the build 20430 The minimum versions are:
* SimpleProtocol: v1.4

» SimpleProtocolHeader: v1.2

Borchert ¢« Rouil — Draft 1.0 3-1



NIST

National Institute of Standards and Technology
Technology Administration, U.S. Department of Commerce

ProtocolSession in GLASS

3.1.4 DML SCHEMAS

This ®dion shows the DML schema for the SmpleProtocol and explains how to configure it.

Pr ot ocol Sessi on |
nanme si npl ePr ot ocol
US€ gov. nist.antd. merlin. protocol . sanpl e. Si npl ePr ot ocol
destination %
routing %
wavel ength %5
bandw dt h %5
del ay %-

Attributes nane and use are the sane as
any Prot ocol Sessi on.

Optional attribute destination specifies
the destination node of the nmessages
(default value: -1). The default val ue
will allowthe node to receive nmessages
but not to send.

Optional attribute routing specifies the
nanme of the routing protocol (default
val ue: Short est Pat hDi st ance).

Optional attribute wavel ength specifies
the name of the wavel ength al gorithm
(default value: BestFit).

Optional attribute bandwi dth specifies
the bandwi dth request for the connection
(default value: 2.5 Gbops).

Optional attribute delay specifies the
del ay between two transm ssions (default
val ue 0. 1s).

Table 1: The Configuration Schema of the SimplePr otocol

As for al protocols, the “SimpleProtocol” has to be spedfied in all the nodes that are going to send

and receive SmpleProtocol messages. Nodes that are in the path of the message do not need to have
this protocol installed because the path is O/O/O switched.

To use the default values, the DML file must contain a least an algorithm named
ShortestPathDistance and another one named BestFit.

Borchert ¢« Rouil — Draft 1.0




NS

National Institute of S ds and Technol

Technology Administration, U.S. Department of Com:erce Pr Ot OCO| S - on | n G |_ ASS

3.1.5 IMPLEMENTATION

Oncethe instance of SimpleProtocol is configured to send messages, its behavior is as follow:

- Credion of the quality of servicethat matches the configuration.

- Reqguest of a mnnedion by using the instant lightpath establishment. This is provided by the
class gov.nist.antd.merlin.util.ConnectionUtil. In other words there ae no signaling
messages to establish a path.

- If apathisfound, register toit.

- Send messages with the delay that is given as input in the configuration.

Between two transmissons, the protocol unregisters the lightpath after (delay/2). Then it requests the
connection again. This is done to free unused resources. The light path can change during the
simulation because the protocol is only interested in sending cbta, not in using the same lightpath all
over again.

The content of the message sent is “Hello from <sourcel D> to <destinationID>".

3.1.6 EXAMPLE

The following DML is the configuration of a Node that is going to send messages to node 18 every
0.1sec The algorithms used are ShortestPathSRLG to compute the route and BestFit to assign the

wavelength.

Pr ot ocol Session |
nane hello
use gov.nist.antd. nerlin. protocol.sanple. SinpleProtocol
routi ng shortestPat hSRLG
wavel ength bestFit
destination 18
delay 0.1

Table 2: The Example for the SmpleProtocol

Borchert ¢« Rouil — Draft 1.0 3-3
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3.2 PRrRoTOCOL NEIGHBOR DISCOVERY

3.2.1 DESCRIPTION

This protocol is implemented in the class OptNeighbour™ and represents a simple signaling protocol.
The goal for it isto creae atable of neighbors for a node and how they can be reached. This protocol
isworking on opticd links only.

3.2.2 PACKAGE AND RELATED CLASSES

The padkage that contains the protocol is gov.nist.antd.merlin.protocol.discovery.
Threeclasss are locaed inside this padkage:

» OptNeghbour: This class contains the implementation of the signaling protocol
itself.

* NeighbourTable: It is the table used by the protocol above to store the information
about al the neighbors.

* NeighbourHeader: This classis the message header that contains the information that
has to be exchanged between the nodes.

3.2.3 VERSION AND BUILD

The aurrent build of the padkage is 20430 The minimum versions are:
* OptNeighbour: v1.1
* NeighbourTable: v1.0
* NeighbourHeader: v1.2

" Some dasses are spelled in British English in lieu of American English.

Borchert ¢« Rouil — Draft 1.0 3-1
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3.2.4 DML SCHEMAS

This following table presents the @wnfiguration schema of the protocol.

Pr ot ocol Sessi on |
nane di scovery St andard confi guration
use gov.nist.antd.nerlin.protocol.discovery. Opt Nei ghbour
_extend gov.nist.antd. merlin.util.AutoConfigCtrl

] Al l ows the configuration of

t he add-drop-ports.

Table 3: The Configuration Schema for the OptNeighbour

3.2.5 IMPLEMENTATION

This chapter presents the implementation and the behavior of the protocol.

The class OptNeighbour extends the class AutoconfigCtrl. This class, as described in [3], allows
the user to configure the ald-drop-ports and speafy which lambda is going to be used to send or
receive information. If the user does not enter any manual configuration, the protocol will configure
the OXCSwitch automatically to be conneded to all available input control lambdas as well asto dl
available output control lambdas.

There ae multiple steps in the protocol. The first one is to send signaling messages to all the
neighbors to notify their presence. This is done in a global broadcast. Then each node will update the
information in the message and make aglobal broadcast to reat the sender of the message. With this
procedure, al possible ways to readt the original sender of the message ae tried. A node gets the
information about which port to use to send a data to a specific port to a specific neighbor. When a
node receives twice the same information it will not forward it to its neighbors.

The NeighbourHeader contains me specific fields to spedfy if this is a notification or a response
message.

Borchert ¢« Rouil — Draft 1.0 3-2



NIST

National Institute of Standards and Technology
Technology Administration, U.S. Department of Commerce

ProtocolSession in GLASS

3.2.6 EXAMPLE

Two examples are available in the diredory “glasgexamples/optical”.

» SimpleOpticalNeighbourDiscovery.dml: A four-node network and each of the nodes
contains the neighbor protocol. The onfiguration of the ald-drop-port is done
manually.

» SimpleOpticalNeighbourDiscovery2.dml: Same example as the previous one, but
the configuration of the add-drop-portsis done aitomatically.

Borchert ¢« Rouil — Draft 1.0 3-3
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3.3 BACKUPMANAGER

3.3.1 DESCRIPTION

The badkup manager that is implemented in the classBackupM anager, is a simple implementation
of abadkup protocol. The mechanism is as follow:
When a failure/recmvery occurs, the badkup manager computes a new route with a predefined
algorithm. Thisis defined in the configuration. If another route is available, the messages will
be sent, by using this new route. If no other route is available, the connedion is lost.
The backup manager is a protocol that must be installed in every node where aprotedion is required.
The manager can use algorithms that have knowledge of the whole topology. The badkup manager is
for link protection only. The chosen badkup route is a route that is computed around the failed link
and not necessarily on the etire path.

3.3.2 PACKAGE AND RELATED CLASSES

The backup protocol and the related classes or available in the padkage:
gov.nist.antd.merlin.protocol.protectionlink.

This padkage ntains aso an example dgorithm (BackupLink) based on the algorithm

ShortestPathDistance and can be used to compute the badup route for the failed link. The last class

(LinkGraph) is the graph that represents the whole topology. The algorithm that computes the

badkup routes uses this graph.

3.3.3 VERSION AND BUILD

This document refersto the build 20430and later. The minimum versions are:
- BackupManager: v1.3
- BackupLink: v1.2
- LinkGraph: v1.1

Borchert ¢ Pinel » Rouil — Draft 1.0 4
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3.3.4 DML SCHEMAS

This ®dion describes hoe to configure the protocol and its detail ed implementation.

Pr ot ocol Sessi on [ St andard protocol configuration
nane restoration
US€ gov.nist.antd. merlin. protocol.protectionlink. BackupManager Attri bute BACKUPALGORI THM speci fies
BACKUPALGORTI THM $S1! the nane of the algorithmto use to

] comput e the backup of the link.

Table 4: The Configuration Schema for the BackupM anager

The dtribute “BACKUPALGORITHM” is a static classattribute. This means that the cnfiguration
of this attribute in the DML file has to be done only once If specified more than once, the last
configured value beaomes the global value used. The backup algorithm must also be mnfigured in
the Algorithm sedion of the DML file.

3.3.5 IMPLEMENTATION

The class BackupManager extends the class gov.nist.antd.merlin.util.AbstractCallback. This
super class implementation registers the badkup manager to the optical network interface cards
(ONIC) and is notified when a failure/recovery event occurs. Seethe implementation of this classfor
more detail s about the registration and notification messages.

When a failure occurs, the interface notifies the BackupManager about the type of failure on the
affeded link, fiber, or lambda. The manager calls the badup algorithm to compute the new route
around the failed link. If a new one is available, the manager merges both routes to create acomplete
new route. Then, it cdls the wavelength assgnment used on the primary path to compute anew path.
If anew path is available, then it registers the user of the working route to the badkup route using the
same ald-drop-ports. This ensures that the recovery medianism is totally transparent to the upper
layer protocols.

If the badkup route cannot be cmputed, then the protocol receives an error when trying to send
information. This means the cnnedion has failed.

The implementation of this backup manager for link protection is just an example that does not cover
al possibilities. Furthermore, using the mechanism of merging both routes, provided in class
gov.nist.antd.merlin.util.ConnectionUtil, may produce some exceptions.

Borchert ¢ Pinel » Rouil — Draft 1.0 5



NS

National Institute of S ds and Technol

Technology Administration, U.S. Department of Com:erce Pr Ot OCO| S - on | n G |_ ASS

The algorithm BackupLink is a modified version of the algorithm ShortestPathDistance. It is used

to compute the badkup route. The diff erence between both algorithms is that the BackupLink creaes
badkup routes for al links in the topology. Some badup routes may not be computed because of
bandwidth, failure, or unidiredionality of the links. To compute the badkup, the dgorithm
BackupLink is based on the graph creaed by the classLinkGraph.

Then during the simulation, the badkup manager requests the route between the two nodes conneded
by the link that failed). The algorithm BackupLink returns the badup route if one has been
computed before. Any implementation of algorithms that uses the standard interface for the

algorithms can be used to compute the badup route.

3.3.6 EXAMPLE

A complete example using the BackupManager is available in the file BackupM anager.dml. This
fileislocaed in the examples diredory “glasgexamples/optical”.

This example describes a simple threenode network that uses the algorithm ShortestPathDistance
for the alculation of the badkup routes. The traffic will be generated by the protocol
SimpleProtocol.

Borchert ¢ Pinel » Rouil — Draft 1.0 6
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3.4 TOPOLOGYMANIPULATOR

3.4.1 DESCRIPTION

The class TopologyM anipulator is a pseudo-protocol because it does not send or receive any data. It
islocated in one or more node and uses an event generator to create failures or other events acording
to statistical information.

3.4.2 PACKAGE AND RELATED CLASSES

The padkage gov.nist.antd.merlin.generator.event contains the protocol, the interfages to use for
the events and also an example of an event generator.

3.4.3 VERSION AND BUILD

This document refers to the build 20430and later. The minimum versions are:
* TopologyM anipulator: v1.2, the Protocol Session
» EventGenerator: v1.1, theinterfacefor the event generators
* EventParameter: v1.1, the event information creaed by an event generator

* RandomEventGenerator: v1.2, an implementation of event generator.

3.4.4 DML SCHEMAS

This paragraph explains the @wnfiguration of the protocol.

Pr ot ocol Sessi on | DML fragnent for the topol ogy
nanme t opol ogyMani pul at or mani pul at or.
use

gov. ni st.antd. merlin. generator.event. Topol ogyMani pul at o Attri butes nane and use are the
: ¢

same as any Protocol Sessi on.
generator [ use $S1!] y
] Attribute generator defines

: 2=

whi ch nodule will be used to
generate events.

Table5: The Configuration Schema for the TopologyM anipulator

3.4.5 IMPLEMENTATION

The class specified in the generator section (see Table 5) must extend the interfaceEventGenerator

to be used by the topology manipulator. This interface provides two methods similar to the class

Borchert ¢ Pinel » Rouil — Draft 1.0 7



NS

National Institute of S ds and Technol

Technology Administration, U.S. Department of Com:erce Pr Ot OCO| S - on | n G |_ ASS

ProtocolSession. The first one is called duing the onfiguration (method public void config
(Configuration cfg)) and the second at the beginning of the simulation (method public void init()).
Basically, a generator creates an instance of the dass EventParameter and passes it to the class
TopologyM anipulator. This classchedks the information and creaes the wrred simulation timer to
execute the event at the specific time.

The class TopologyM anipulator can process multiple types of event (see @ding), however at this
time the classRandomEventGenerator only creates node failure events.

The EventParameter allows a generator to specify the objed to modify, the modification type, the
value to apply and the time.

The implementation of RandomEventGenerator creaes a node failure or node recovery every
seoond. The value of the modification israndom. If the random value is true then the node is failed. It
is possible to crede two successive events with the same value.

3.4.6 EXAMPLE

There is no example in the GLASSdirectory but the following configuration may be added in any
protocol graph to add the TopologyM anipulator and the RandomEventGenerator:

Pr ot ocol Sessi on |
nane topol ogyMani pul at or
use gov.ni st.antd. nmerlin. generator. event. Topol ogyMani pul at or
generator [ use gov.nist.antd.nerlin.generator. event. RandonEvent Gener at or ]

Borchert ¢ Pinel » Rouil — Draft 1.0 8
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3.5 TRAFFICMANAGER

3.5.1 DESCRIPTION

The class TrafficM anager is a protocol sesgon that requests connedions and sends messages. The
algorithm that determines the rules on how often connedions have to be aeaed and to whom
depends on the attadhed generator.

3.5.2 PACKAGE AND RELATED CLASSES

The classes are locaed in the padage gov.nist.antd.merlin.generator .traffic.
The following list shows all classesthat are contained in this padage:
» TrafficManager: The protocol sesgon that requests the cnredion and sends the
message.
o TrafficParameter: This class contains the information that is needed by the
TrafficManager to create the mwnnedion (quality of service, destination, message).
» TrafficGenerator: Thisinterface classhas to be implemented by the traffic generator.

* RandomTrafficGenerator: A simple implementation of atraffic generator.

3.5.3 VERSION AND BUILD

This document refersto the build 20430 The minimum versions are:
» TrafficManager: v1.3
o TrafficParameter: v1.1
» TrafficGenerator: v1.1

e RandomTrafficGenerator: v1.2
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3.5.4 DML SCHEMAS

This paragraph explains the @mnfiguration of the protocols

Basic DML structure for the

ProtocolSession [ traffic manager
name trafficManager The traffic manager will send
use gov.nist.antd.merlin.generator.traffic. TrafficManager information according to the
generator [ use $S] given generator. If not

précised, then it will only
receive messages.

Table 6: DML Configuration Schema

The traffic generator may contain its own DML configuration. For example, the class
RandomTrafficGenerator is adivated by speafying “adive true” in the DML configuration of the
generator (3.5.6).

3.5.5 IMPLEMENTATION

The class gecified in the generator sedion must implement the interface TrafficGenerator to be
able to be used by the traffic manager. This interface provides two major methods similar to the
ProtocolSession. The first method is called during the configuration. It is the method public void
config (Configuration cfg). The second method public void init() is called at the beginning of the
simulation. According to statistical information, the traffic generator crestes an instance of
TrafficParameter and passesit to the TrafficM anager.

The traffic manager then will creae the mnnedion request from the node where the instance is
runnng to the destination specified in the TrafficParameter. Once apath is computed, the traffic
manager will start sending the messages. To be &le to reaive amessage, it is necessary that there is
an implementation of the traffic manager installed in the protocol graph of the destination. In the ase
of the RandomTrafficGenerator implementation, the destination of the messages is chosen randomly.
This means that an instance of TrafficManager must be installed in each Optical CrossConnect
(OXC). The aurrent implementation creaes a TrafficParameter every 10"9-simulation-tics, which
may not be gpropriate for all simulations. It is up to the user to modify and/or optimize the
generator.

. ltisuptothe generator to know when a mnnection must be removed.

It is important to note that the traffic manager does not freethe resources used by the connection.
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3.5.6 EXAMPLE

Currently there is no example using the traffic manager. An easy way to include it in a simulation is
to add the following DML fragment at the end of the DML file:

gl obal [
Pr ot ocol Sessi on [
nane trafficManager

use gov.nist.antd.nerlin.generator.traffic. Traffi cManager
generator [ use

gov. nist.antd.nerlin.generator.traffic. Randoniraffi cGenerator
active true]

Table 7: Thetraffic manager asa global protocol definition

This coding will automatically add the traffic manager in all the nodes of a network and af the active
attribute istrue, all instances will request a connedion.
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3.6 THE PrRoTOCOL DYNRECOVERY

3.6.1 DESCRIPTION

This document describes the current implementation of the protocol DynRemvery (Dynamic
Remvery) in GLASS DynRewvery is a dynamic Route Recovery Protocol for optica networks
consisting of OXCEdgeRouters and of OXCs.

3.6.2 PACKAGE AND RELATED CLASSES

The protocol DynRecovery and related classes ae locaed in the padkage
gov.nist.antd.merlin.protocol.signaling. The header for the protocol is implemented in the class
DynRecoveryHeader.

3.6.3 VERSION AND BUILD

The last recent version is 1.6 and the last release is version 1.4 in build 20430and higher. This
sedion presents the protocol in detail.

3.6.4 CURRENT IMPLEMENTATION

3.6.4.1 ANALYSIS OF THE CLASS DYNRECOVERYHEADER

The following table lists the mntent of the header fields.

byte type Type of the message

int routelD Route on which the failure occurred

i nt channel I D Channel on which the failure occurred

I nt segment | ndex Segment on which the failure occurred

i nt current Segl nd Segment on which this DynReovery was
received.

i nt oxcDonel D Value -1 if not used; valid only in OXC_DONE
messages.

Table 8: The Context of DynRecover yHeader
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The @rresponding size is 21 bytes. This can be requested by the method bytecount(). Assuming that
an “int” uses 32 hts.

The type @an be found in the following table:
LOL_ADV
SET_PATH
OXC_DONE
SET_PATH_DONE
SET_PATH_ACK

gl b W N

Table 9: Value of the message context

The methods are the @nstructor, the set and get methods to access each field, a toString() method
enabling a clean printing of the header fields. The printType() method enables a user to get a string
representation of the type instead of its byte value.

3.6.4.1.1 ANALYSIS OF THE CLASS DYNRECOVERY

DynRevery is the class implementing the whole behavior of the protocol.

3.6.4.1.1.1 THE CORE METHODS

The method init() is used to register the protocol DynRemvery at the ONIC for notification, in case a
failure ocaurs.

The method callback() is called by the ONIC when a link, fiber, or lambda failure is deteded. With
this information, the protocol DynRecovery is able to determine the route, the dhannel, and the
segment of the failure. Then it builds a DynRecoveryHeader to handle the LossOf Light with a all
to the HandleLOL_ADV method (seeTable 10), using the DynRemveryHealer to passit the useful

information.

All messages are processd by DynRecovery messge handling functions and are send bad to the
ONIC by the method transmit(). This method is used to determine the next hop where the
DynRecoveryHeader has to be sending to. Then it is pushed it down to the ONIC (via the protocol
stack) to finally transmit the message.

Borchert ¢ Pinel » Rouil — Draft 1.0 13



NS

National Institute of S ds and Technol

Technology Administration, U.S. Department of Com:erce Protocol Se$| on | n GLASS

When receiving a message in a node, a DynRecoveryHeader message is received by the protocol by
using the method push(message).

The push method drops the optical frame header, and filters the messages depending on their type,
then delivers them to the right message handling method.

3.6.4.1.1.2 THE MESSAGE HANDLING METHODS.

There ae five different types of messages and their message handling methods as $iown in Table 10.

Message type Handling method
LOL_ADV handleLOL_ADV
SET_PATH handleSET_PATH
OXC_DONE handleOXC_DONE
SET_PATH_DONE handleSET_PATH_DONE
SET_PATH_ACK handleSET_PATH_ACK

Table 10: The M essage Types

All of them are divided in two parts, one for a usual node, and one part for either the source or the
destination node, depending on the messages propagation-diredion. Their behavior is consistent with
the functional description and is well commented in the ading.

3.6.4.1.1.3 THE TOOLS

The class HandledRoutesHTable is used at the node where the failure is deteded to avoid that
several callsto the cdl badk method trigger several recvery mechanisms when only one is required.
The class OXCHashTable is used at the source node of the route in order to identify, which OXCs
have already answered the SET_PATH message with the answer message SET_OXC_DONE.

The method printDynRecoveryMessage is used to creae apreformatted printout of the DynRevery
messages.

The method printRoute (Optical Route) is used to print out al the nodes of the first path that the given

routeis using.
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3.6.4.1.1.4 THE TOOLS USED TO COMPUTE THE NEXT HOP

The method transmit only accepts a DynRewmveryHealer as argument; it needs this header to
compute the forwarding information.

The only information it neals is the id of the next add-lambda. This information is provided by the
method getNextAddLambdalD.

The method getNextAddLambdal D browses through the list of all the add-lambdas of each ONIC in
the node until the node & the opposite side of the lambda conneded to this add-lambda matches the
next hop for the dynamic reavery “DynRemvery” (the match is done with the node I1Ds)

The node & the opposite side of the lambda wnneded to this add-lambda is found by using the

method getADLDestNodel D.

The next node for DynRevery is found with the method getNextHostID.
The method getNextHostID uses the method getTransmissionFiber because with a given

DynRemveryHealer it is more @mnvenient to find the next transmisgon fiber.

3.6.4.1.1.5 OTHER TOOLS USED BY THE MESSAGE HANDLING METHODS

The methods plugAtDestination and plugAtSource are used to register the backup route a the source
and at the destination node. The precondition is that the number of lambdas and their bandwidth is
the same & it isin the original route.

The method isDownStreamOfFailure is more specificaly used by the method callback to determine,
if the aurrent node is located upstream or downstream of the failure. If the node is located upstream,
no adion is undertaken, whereas if the node is located downstream the normal adion is processed.
The method getTargetNode is used to get the diredion of the traffic flow.

3.6.4.2 DYNRECOVERY ADVANCED FEATURES.

3.6.4.2.1 HANDLING OF SEVERAL ROUTE BACKUP PROCESSES

It ispossible that at the same time in each node ae multiple backup processs are adive, even if only
one instance of the DynRecovery protocol is installed.

The arrrent implementation of DynRecovery handles this problem by maintaining a HashTable that
contains the dready handled routes. This Hashtable is only used in the source node to know for
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which failed route all the OXCs are answering to. Another similar HashTable is used in the node
where the failure is deteded. Indeeal there is only one failure recovery processper route. Thus, if this
node gets another failure notification from an upstream link of the same route it doesn't start any new
adion.

The failure will be deteded by the ONIC and delivered to the instance of DynRecovery by passng the
failed or recovered lambda or fiber.

If the optical fiber contains several wavelengths, used by the same route, DynRevery is going to
reeive as many cdlbacks for this route & there ae used wavelengths. As explained above the
protocol only starts one remvery process and recovers the whole route, not only the failed lambda
channel.

At any moment, a node can handle anumber of routes theoreticdly infinite. Indeed the forwarding
mechanism is padket based (every padket contains al the necessary information to read its
destination). A basic piece of information that every DynRecovery padet is carying is the route
number along which it istraveling.

3.6.4.2.2 BI-DIRECTIONAL AND UNIDIRECTIONAL ROUTES

DynRecovery is able to handle either bidiredional or unidiredional routes. The signaling channel
used is shared neither with the route nor with the badkup route. The signaling channel requires being
bidiredional whereas the route can be unidirectional.

3.6.4.3 COMMENTS

3.6.4.3.1 FUTURE IMPROVEMENTS

The arrent implementation of the dynamic reavery protocol might require a few improvements in
the future: if it is not kept at the lowest level above the opticd layer nothing prove that the signaling
channels will behave & a fair queuing systems. This can be aproblem if an OXC_DONE message
arrives before the SET_PATH message & the source node.

The methods plugAtSource and plugAtDestination should be improved to work with any kind of
lambda used.

After the badkup route is installed, the switches of the original working path are not resetted. As a
result after arecovery of afailure the resources are not freed.
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3.6.4.3.2 POSSIBLE EXTENSIONS

The aurrent implementation of DynRecovery can be easily extended in many ways to build route
recovery protocols.

For instance, for tests reasons, DynRewvery has been krought above UDF/IP (it is a little fake
because the UDP and IP protocols are not used, just the headers are used to dump padkets in the
ONICS). Still the classDynRecoveryUDPI P is an example of how DynRecovery can be overwritten
and extended.

3.6.5 DML SCHEMAS

Table 11 contains the DML schema for the protocol followed by some comments about the
parameters.

Pr ot ocol Sessi on |
nane DynRecovery Optional attribute BCKUPALGO
use specifies the name of the algorithm
gov. ni st.antd. nerlin. protocol .signaling. DynRecovery to use for backup.
BCKUPALGO Short est Pat hDi st anceSRLG Optional attribute debug is used to
debug $S print additional information.
message $S Optional attribute nmessage
] specifies if the content of the
control nessages nmust be printed.

Table 11: Configuration Schema of the class DynRecovery

The dtributes debug, message and BCKUPALGO are all optional. Their default values are
respedively: false, false and ShortestPathDistanceSRLG.

If the dtribute debug is st to true, it means that all the debug information are going to be visible. The
attribute “message == true” means this instance of DynRevery is going to print the content of all
the messages it handles. The atribute BCKUPALGO has to be declared in only one of all the nodes
using the protocol DynRecovery. This attribute is network wide global and specifies which algorithm
has to be used to generate badkup routes. Here the default value is ShortestPathDistanceSRLG
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3.6.6 EXAMPLE

3.6.6.1 TYPICAL BEHAVIOR ON A 5 NODE RING TOPOLOGY

3.6.6.1.1 CHARTS:

t3+ : badkup route computed,
senda SET PATH

message dongit [N

\

DynRevery

DynReover

t4 : Forward the SET PA'Nnessage,
Configure the OXC,
Send an OXC DONE (Node 4) message

Route 1 (Between nodes 1 and 3), established before the beginning o the smulation.
Route 2 (Between nodes 1 and 3), computed during the simulation at destination node.
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DynRecovery|

DynRecovery

DynRewvery DynRewvery

\ DynRecovery DynRecovery
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t15: SET PATH ACK received,
Connect the new route.
Back Up Route Ready for use

DynRecovery DynRecovery

3.6.6.1.2 TIMELINE OF THE 5-NODE RING TOPOLOGY

 t1: A failureoccursonthelink between node 1 and 2

* t2: On both sides of this link, the mnneded ONICs sgnal the failure to the instance of
DynRecovery of their node. The DynRecovery detects if its node is upstrean or
downstream of the failure.
If it is downstream of the failure it sends a failure notification (LOL_ADV: Loss Of
Light Advertisement) to the destination node of the route on which the failure has
occurred, otherwise no action is undertaken.

* t3: The LOL_ADV message reaches the destination node. DynRecovery computes a
badup route.
The user can speafy the badkup algorithm used (seeTable 11). The default algorithm is
the ShortestPathDistanceSRLG. The Shared Risk Link Groups (SRLG) of the links are

used to prevent the badkup route from using the same links as the original route. If the
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e t4
e to
e t6:
e {7:
e {8
e tO:
e t10:
e t11:
e t12:
e t13:
e t14:

SRLGs of the links are missing in the cnfiguration file (DML file), it occurs that the
same link can be used if still available and usable resources are available. Depending on
the algorithm used for the restoration, the results will be different.

Once the backup route is computed, DynRecovery sends a SET_PATH message dong
thisroute.

The SET_PATH message is received at node 4. It is direaly forwarded toward the
sourcenode and then the OXC 4 configuresitself (it effedively conneds the lambdas).
Once this configuration is done, DynRecovery sends an OXC_DONE message towards
the source node.

The SET_PATH message is recedved and forwarded at node 5. The OXC 5 is
configured, and an OXC_DONE message is snt towards the source node.

The OXC_DONE message from the node 4 is received in the node 5 and diredly
forwarded to the source node.

The source node receives the SET_PATH message and then gets realy to receive the
OXC_DONE messages for ead OXC of the badup route.

The source node recaves the OXC_DONE message sent by the OXC 5.

The source node recaves the OXC_DONE message sent by the OXC 4. When all the
OXCs of the badkup route have answered, the same node sends badk a set
SET_PATH_DONE message towards the destination node.

The node 5 receives the SET_PATH_DONE message and diredly transmits it towards
the destination node.

The node 4 receives the SET_PATH_DONE message and diredly transmits it towards
the destination node.

The destination node receives the SET_PATH_DONE message. It connects the badkup
route to the protocol previously using the original route. Then it sends baks a
SET_PATH_ACK message towards the source node.

Node 4 receives the SET_PATH_ACK messge and forwards it towards the source
node.

Node 5 receives the SET_PATH_ACK messge and forwards it towards the source
node.
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* t15: The source node recivesthe SET_PATH_ACK messge. It connects the badkup route

to the protocol previously using the original route.
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4 ACRONYMS

GLASS GMPLS Lightwave Agile Switching Simulator
ST Scalable Simulation Framework

STFNet Scalable Simulation Framework Network
GMPLS Generalized Multi-Protocol Label Switching
IP Internet Protocol

DML Data Modeling Language

0) (@ Optical CrossConned

ONIC Optical Network interfaceCard
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